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Meshless analysis of potential problems in three dimensions with
the hybrid boundary node method
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SUMMARY

Combining a modified functional with the moving least-squares (MLS) approximation, the hybrid
boundary node method (Hybrid BNM) is a truly meshless, boundary-only method. The method may
have advantages from the meshless local boundary integral equation (MLBIE) method and also the
boundary node method (BNM). In fact, the Hybrid BNN requires only the discrete nodes located on
the surface of the domain.

The Hybrid BNM has been applied to solve 2D potential problems. In this paper, the Hybrid BNM
is extended to solve potential problems in three dimensions. Formulations of the Hybrid BNM for 3D
potential problems and the MLS approximation on a generic surface are developed. A general computer
code of the Hybrid BNM is implemented in C++. The main drawback of the ‘boundary layer effect’
in the Hybrid BNM in the 2D case is circumvented by an adaptive face integration scheme. The
parameters that influence the performance of this method are studied through three different geometries
and known analytical fields. Numerical results for the solution of the 3D Laplace’s equation show that
high convergence rates with mesh refinement and high accuracy are achievable. Copyright © 2004
John Wiley & Sons, Ltd.
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1. INTRODUCTION

In recent years, the meshless methods have gained popularity very quickly ever since the
publication of the diffuse element method [1] and the element free Galerkin method (EFG)
[2]. This is because the mesh-based methods, such as FEM and BEM, have much difficulty in
solving problems involving changing domains such as large deformation or crack propagation;
and the task of mesh generation of a 3D object with complicated geometry is often arduous,
time-consuming and error prone. Many kinds of meshless method have been proposed so far
[3—6]. These methods can be simply sorted into two categories: the domain type and the
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boundary type. The domain type meshless method is represented by the element free Galerkin
method which uses a global symmetric weak form and the shape functions from the moving
least-squares (MLS) approximation. However, although no mesh is required in the EFG method
for the variable interpolation, background cells are inevitable for the ‘energy’ integration.

To get rid of the background cells and hence achieve a truly meshless method, Atluri and his
co-workers have developed two meshless methods of domain type: the meshless local boundary
integral equation [7] (MLBIE) and the meshless local Petrov—Galerkin (MLPG) approach [8].
Both methods use local weak forms over a local sub-domain and shape functions from the MLS
approximation, and are truly meshless, because no ‘finite element or boundary element mesh’
is required either for the variable interpolation or for the ‘energy’ integration. All integrals can
be easily evaluated over regularly shaped domains (for example, circles in 2D problems and
spheres in 3D problems) and their boundaries.

In order to retain both the meshless attribute of the MLS approximation and the dimen-
sionality advantage of the BEM, Mukherjee et al. introduced the MLS interpolants into the
Boundary Integral Equations (BIE) and produced a boundary type meshless method, which they
call the boundary node method (BNM) [9]. This method only requires a nodal data structure
on the bounding surface of a body whose dimension is less by one than that of the domain
itself; however, this method is not a truly meshless one, as an underlying cell structure is again
used for numerical integration.

A question arises here—does there possibly exist a method of solving boundary value
problems that only requires nodes constructed on the surface of the domain and does not require
any cells either for interpolation of the solution variables or for the numerical integration? If
such a method exists, it will simplify the input data structure greatly, and will be an important
step in the direction towards complete analysis automation.

The answer is positive. One of the candidates is the Hybrid Boundary Node Method [10]
(Hybrid BNM), proposed by Zhang et al., which combines the MLS interpolation scheme with
the hybrid displacement variational formulation. Nevertheless, the Hybrid BNM has a drawback
of serious ‘boundary layer effect’, i.e. the accuracy of results in the vicinity of the boundary is
very sensitive to the proximity of the interior points to the boundary. To avoid this hindrance,
they further proposed the Regular Hybrid Boundary Node Method [11-13] (RHBNM). In
contrast to other hybrid boundary element models, the fundamental solutions are used in the
RHBNM with their source points located outside the domain other than on the boundary.
Numerical computations show that results from the RHBNM are no more sensitive to the
proximity of the interior points to the boundary and very high accuracy can be achieved with a
small number of boundary nodes. However, the outside arrangement of the source points of the
fundamental solution also causes a series of new problems. For instance, it will be difficult to
find a proper place to put the source points when a concave boundary is considered. Another
drawback of the RHBNM is that the accuracy of results depends on the distance of the source
point to the boundary. Usually, the far the distance is, the more accurate the results will be;
while, unfortunately, too far distance may also result in an ill-conditioned matrix and lead to
numerical instability. Therefore, it would be more advantageous to overcome the ‘boundary
layer effect’” with the source points of fundamental solution located on the boundary other than
outside the domain.

The hybrid boundary element method was first proposed by Schnack [14], in which he
stressed using the boundary element method to generate a hybrid stress finite element model
which gives rapid convergence of the results and accurate solutions for stress concentration
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problems. Dumont [15] has presented a hybrid stress boundary element formulation based on
Hellinger—Reissner principle with stresses in the domain and displacements on the boundary as
independent functions. DeFigueredo and Brebbia [16] have introduced a hybrid displacement
variational formulation of BEM, which is based on a modified functional using three independent
variables, i.e. displacements and tractions on the boundary and displacements inside the domain.
This approach uses the classical fundamental solution to interpolate the displacements in the
domain and thus allows for the transfer of the domain integrals to the boundary. The resulting
system of equations is written in terms of the boundary displacements only, and has the
advantage of being symmetrical, which is easy to couple with the FEM.

In this paper, the purpose of using the modified functional is to obtain a truly meshless
boundary-only method by combining it with the MLS approximation, other than to obtain the
symmetrical system of equations. The variables inside the domain are interpolated by the fun-
damental solutions while the boundary unknowns are approximated by the MLS approximation
scheme. By localizing the integration domain to a regular sub-domain, a truly meshless Hybrid
BNM for solving 3D potential problems is achieved. Formulations of the MLS approxima-
tion on a generic surface are developed. In order to overcome the ‘boundary layer effect’, an
adaptive face integration scheme is proposed. Several numerical examples are also presented
to show the efficiency of the present method.

In Section 2, the MLS approximation on a generic 3D surface is described briefly. Formula-
tions of the Hybrid BNM for 3D potential problems are developed in Section 3. The recovery
of the secondary results and the adaptive face integration scheme are demonstrated in Section
4. Numerical examples for 3D potential problems are given in Section 5. The paper ends with
conclusions in Section 6.

2. THE MLS APPROXIMATION SCHEME ON A GENERIC 3D SURFACE

An MLS interpolation scheme on a generic surface is proposed here. Since the nodes lie on
the boundary 0Q of a 3D body Q in the Hybrid BNM, the MLS approximation is only needed
on the bounding surfaces. It is assumed that, for 3D problems, the bounding surface dQ of
a 3D body is the union of piecewise smooth segments called panels. The MLS interpolation
is performed independently on each panel, respectively, so that the discontinuity at edges and
corners is avoided.

The first step for MLS interpolation on a generic surface is to choose a proper co-ordinate
system. In CAD software, surfaces are usually represented in parametric forms

x=x1(s1,52), Xx2=2x2(51,52), x3=x3(51,52) (D

where the parametric co-ordinates are defined in the range, si, s> € [0, 1]. To make the data
structure of the geometry consistent with CAD software, and to render a MLS scheme in
general sense for all kinds of surface, the MLS interpolation on a surface in this study is
performed in the parametric plane as well. To this end and for problems in potential theory,
the unknown potential function and its normal gradient on a surface are also expressed in the
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parametric forms as

u(xy, x2, x3) =u(x1(s1, 52), x2(51, 52), x3(51, 52)) = u(s1, 52)

)
q(x1, x2, x3) = % =q(x1(s1, 52), x2(s1, $2), X3(51, 52)) = q (51, $2)

where n is a unit outward normal to ¢Q at the point (x, x3, x3) on the surface.

The MLS interpolation scheme will be coupled later with a 3D hybrid ‘displacement’ vari-
ational formulation which uses three independent variables, i.e. potential and normal flux on
the boundary and potential inside the domain. In view of the fact that the potential and normal
flux on the 2D bounding surface will be interpolated by the MLS scheme, only the # and ¢
defined as the boundary potential and normal flux will be addressed in this section.

For a panel over which a number of randomly located nodes {sl }, I=1,2,..., N, the MLS
interpolants for # and ¢ are defined by

m
()= pj(s)aj(s)=p" (s)a(s) 3)
j=l1
and
~ m T
Gs)=7_ pi(®)b;j(s)=p" (9)b(s) “4)
j=1
where s is a generic point with parametric co-ordinates (s1, s2), p1 =1 and p;(s), j=2,...,m

are monomials in (s1,s2). The monomials p;(s) provide the intrinsic polynomial bases for u
and ¢. In the numerical implementation presented later in this study, a quadratic background
basis is used, i.e.

p () =[1,51.5. 57, 5150, 53], m=6 )

The coefficient vectors a(s) and b(s) are determined by minimizing weighted discrete L, norms,
defined as

N 2

hie) =3 wis) [pThacs) - i | ©)
I=1
N T I 2

1209 = X wr(s) [T b ~ 4 ™
1=

where points s’ are boundary nodes, s is an evaluation point on the panel, N is the number
of the boundary nodes in the neighbourhood of s for which the weight functions wy(s) > 0.
It should be noted here that it; and g;, I =1,2,..., N are simply parameters other than the
nodal values of the unknowns #; and g; in general. This distinction between #; and it; (or g,
and ¢g;) is very important because MLS interpolants do not have the delta function property.
Solving for a(s) and b(s) by minimizing J; and J> in Equations (6) and (7), and substituting
them into Equations (3) and (4) gives a relation which can be written in the forms with
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interpolation functions similar to those used in FEM, as follows:

N
i(s) =Y O (s)it; (8)
=1
N
g = O(s)q; )
=1
where
(5= pi(s) [T ©)Bs)] (10)
j=1 "
with matrices A(s) and B(s) defined by
N
A(s) = 21 wy(s)ps")pT (s’ (11)
=
and
B® = [wi©ps), w2pe), ..., wn ©)p™) | (12)

The MLS approximation is well-defined only when the matrix A in Equation (11) is non-
singular.

The ®;(s) is usually called the shape function of the MLS approximation corresponding to
the nodal point s!. From Equations (10) and (12), it is seen that ®;(s) =0 when wj;(s) =0.
The fact that ®;(s) vanishes for s not in the support of nodal point s’ preserves the local
character of the MLS approximation.

The partial derivatives of ®;(s) are obtained as in Reference [2] to be

m

;=3 [pir(A"'B)j  + pj(A' By + A7 B)ji] (13)

j=1

in which A_k1 =(A_1), x represents the derivative of the inverse of A with respect to s,
k=1,2, given by

A,_kl =—A1a,A7! (14)

where, () x denotes 0( )/0sk.

In implementing the MLS approximation, the weight functions should be chosen at first.
Several kinds of weight functions can be found in the literatures; the choice of weight functions
and the consequences of a choice in EFG method are discussed in detail elsewhere [3]. In this
study, we use the Gaussian weight function. The Gaussian weight function corresponding to a
node s/ can be written by

exp[—(dl/cl)zl—gxp[—(ail/cnz]’ 0<d <d
wy(s) = 1 — exp[—(d;/c1)?] (15)
0, dr > d;
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where ¢y is a constant controlling the shape of the weight function, and di is the size of
the support for the weight function w;. It can be seen from the above equation that the
weight function has a compact support determined by the parameter di. The compact support
is also an associated range of influence of each node. In the past, the shape of the compact
support is usually chosen to be circle in meshless literatures, while in this study, we choose
ellipse for the shape of the compact support with dr being the half-length of major axis of
the ellipse. Denoting the half-length of minor axis by d,, we have the following expression
for d;:

42
dr= |(s1—s)?+ A/I2 (s2—s3)?
d

In order to ensure the regularity of A, the di and c;’I’ should be chosen in such a way
that they are large enough to have a sufficient number of nodes which are covered in the
domain of definition of every sample point (N >m). But too large di and 421/ will lose the
local character of the MLS interpolation, or even lead to an ill-conditioned matrix A. In
this study, di and aA?]’ are chosen such that 4m—8m nodes are included in the support of a
node.

3. DEVELOPMENT OF THE HYBRID BOUNDARY NODE METHOD
The potential problem in three dimensions governed by Laplace’s equation with boundary
conditions is written as
ui;=0 VxeQ
u=u Vxel, (16)
uini=qg=q VYxelj

where the domain Q is enclosed by I'=1,, +I;; u and g are the prescribed potential and the
normal flux, respectively, on the essential boundary I, and on the flux boundary I};; and n is
the outward normal direction to the boundary I', with components n;, i =1, 2, 3.

The hybrid boundary node method proposed in this paper is based on a modified variational
principle. The functions assumed to be independent are:

e potential field in the domain, u;
e boundary potential field, u;
e boundary normal flux, q.

The corresponding variational functional IT4p is defined as follows:

nAF/%u,iu,idg—/qw—a)dr—/ gindl a7
Q r ¥

q

where, the boundary potential u# satisfies the essential boundary condition, i.e. # =u on I.
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The variation of Il4p becomes
ollsp = /(q —q”)éudF—/ u,,-,-éudQ—i—/ (é—q_)éﬁdr—/(u—ﬁ)éc]dr (18)
r Q I, r

where g = du/on.
The vanishing of d[14p for arbitrary variations du in Q, du and 4 on I', with =0 on
I, gives the following Euler equations:

u,,-,-=0 in Q

u—u=0 atT
(19)

q—q=0 a T

g—q=0 atly
Consequently the solution of the problem is now given in terms of the functions u, # and ¢,
which makes 0I14p stationary.
With the vanishing of 6I14p, we also have the following equivalent integral equations:

/(q —c})éudr—/ uioudQ=0 (20)
Tr Q
/(u —u)ogdl'=0 201
r
f (q—q)oudl'=0 (22)
r’l

If we impose the flux boundary condition, g =g, just in the same way as the essential boundary
condition after the matrices have been computed, Equation (22) holds. So it can be omitted
temporarily in the following development.

Equations (20) and (21) hold for any portion of the domain Q, for example a sub-domain
Q, and its boundary Iy and L, (see Figure 1). Following the procedure in Reference [17], we
use the following weak forms for the sub-domain € and its boundary Iy and L; to replace
Equations (20) and (21):

/ (q—qs)vdr—/ uiivdQ=0 (23)
G+L, -

Qy

/ (u —ug)vdl'=0 24)
I+Lg

where v is a weight function; u; and g; are the boundary potential and normal flux at the
boundary 0€, respectively. It should be noted further that the above equations hold irrespec-
tive of the size and the shape of Qg and its boundary 0Qg. This is an important observation
which forms the basis of the present formulation. We now deliberately choose a simple reg-
ular shape for Q. The most regular shape of a sub-domain is an n-dimensional sphere for a
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Figure 1. The local domain centred at a node s; and the source point of fundamental
solution corresponding to a node s;.

boundary value problem defined in an n-dimensional space. In the present paper, we choose
Q, as the intersection of the domain Q and a sphere centred at a boundary node s; (see
Figure 1).

In Equations (23) and (24), u; and g on I can be represented by u# and g expressed in
Equations (8) and (9) since Iy is a portion of I', but &y and g; on L; has not been defined
yet. To solve this problem, we select v such that all integrals over L vanish. This can be
easily accomplished by using the weight function in the MLS approximation for v, with the
half-length of the major axis di of the support of the weight function being replaced by the
radius r; of the sub-domain Q, i.e.

exp[—(dJ/CJ)2]—exp[—(er/CJ)z], 0<d <r
vy(Q) = 1 —exp[—(ry/cs)?] (25)
0, dj>ry

where d; is the distance between a point Q, in the domain €, and the nodal point s;. Therefore,
v vanishes on Lg, and Equations (23) and (24) can be rewritten as

/ (g —q)vdll — / u;jvdQ=0 (26)
I Qs
(u —uyvdl'=0 27
I
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Q T rs ry

Figure 2. Separation of sub-surfaces during sub-domain modification.

Further, the u inside the domain is approximated by

NN
u= Z U[)C[ (28)
I1=1
and hence
NN oU
=y Ty (29)
=1 0n

where U is the fundamental solution with the source at a node sy; x; are unknown parameters;
NN is the total number of boundary nodes.
For 3D potential problems, the fundamental solution is

1 1

" 47 r(Q. 51) G

Ur
where QO and sy are the field point and the source point respectively.

The approximation formulae of Equations (28) and (29) lead to singularities in integral
equations (26) and (27) when node s; and node s; are coincident. The arising singularity in
Equation (27), however, is weak and can be evaluated directly. Special treatment is required for
Equation (26) in which the singularity is strong. By modifying the sub-domain €); as shown
in Figure 2, such that a small sphere of radius ¢, centred at node s; where singularity occurs,
is subtracted from it, the new sub-domain Q with boundary L; UT?UTYS is thus introduced.
Excluding node s; from the considered sub-domain results in vanishing of the domain integral
in Equation (26) in the limit Q — Q, i.e.

lim u,,-,-de=0 (31)
e—0 Q;

Equation (26) can then be rewritten as

lim qudI’ + lim qvdl’ — lim gqvdl'=0 (32)

e—0 ¥ e—0 Ie e—0 e

Copyright © 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2004; 59:1147-1166
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In the above equation, the first term is non-zero only if node s; coincides with node sy; at the
same time, the second term is a singular integral in Cauchy Principal Value sense. All these
singular integrals, along with the first term, contribute only to the main diagonal elements of
the coefficient matrix. Since these strongly singular integrals can be calculated by applying
a special solution (e.g. a uniform field), the direct numerical evaluation of them is avoided.
Therefore, for the sake of simplicity only, we will use instead of Equation (32) the following

expression:
/quF—/évdF:O (33)

By substituting Equations (8), (9), (25), (28) and (29) into Equations (33) and (27), we have

Z UJ(Q)deF Z/ ®;(s)vy(Q)q; dT

T 6
(34)
n n
> [ vrsmiar=3 [ oo @y ar
I=1JI; I=1JI;

In the present formulation, the proper choice of the local boundary regions Iy is of crucial
importance for 3D problems. The theoretically ideal I are chosen in such a way that they cover
the whole boundary of the body and do not overlap each other. Unfortunately, this condition
can not be fulfilled in the 3D case. However, our computations in the 2D case indicate that the
present formulation can give acceptable results whether the local regions I overlap each other,
or the union of all local regions Iy does not cover the whole boundary [10]. In this paper,
we use ellipse in the parametric plane as the shape of the local regions I and investigate the
optimal size of Ij.

Using the above equations for all nodes, we obtain the following system of equations:

Ux=Hq (35)
Vx =Hu (36)

where

Uy —/ —vJ(Q)dF

VIJ=/J Urvy(Q)dIl

s

Hpjy =/J Oy (s)vy(Q)dI’

s
xTz[xl,xz,...,xn]
Q" =141,32. -]
al = (i, o, ... 01,)
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From Equation (31) we have
x=V~'Hi (37)
Substituting Equation (37) into (35), we have
UV 'Ha — HG=0 (38)

As aforementioned, the evaluation of the main diagonal terms of matrix V involves only weak
singularities, while the main diagonal terms of matrix U are strongly singular ones. In order
to avoid direct numerical integration of these terms, a uniform potential field, namely u =1,
can be employed. In the case of uniform field, Equation (38) becomes

UV 'H{1}=0 (39)

where {1} is a column vector with all elements equal to 1. Therefore, the hyper-singular main
diagonal terms of matrix U can be obtained from the off-diagonal terms by using Equation (39).

For a well-posed problem, either & or g is known at each node on the boundary. However,
transformations between u; and #1;, g; and g is necessary because the MLS interpolants lack
the delta function property of the usual BEM shape functions as mentioned in Section 2. For
the panels where i is prescribed, &; is related to i; by

N N
ur=>Y Ryiuj= ) Ryuy (40)
J=1 J=1

and for the panels where ¢ is prescribed, g; is related to g; by

N N
qr= 72 Rygs=7%_ Ruyqy 1)
J=1 J=1
where R;y =[®,;(s’)]~! (see Reference [18]).

Equation (38) can be solved in the same way as the conventional BEM. Then, the unknown
vector x is obtained by Equation (37). As can be seen, the present method is a truly meshless
one. No boundary elements are used both for interpolation and integration purposes. The
computation cost of the matrices U and V is similar to that in the traditional BEM. Although
we have an extra matrix and an equation to be calculated and solved, the matrix H is very
sparse and easily obtained.

The computational efficiency of the proposed method in comparison with 3D domain schemes,
e.g. FEM or EFG, is similar to that of BEM. Actually, considering a 3D mesh with n3 nodes,
the number of boundary nodes is around n?, both the operation count and the memory require-
ments for the buildup of matrix equation (38) are of the order O(n*). The operation count
increases to O (n®) if we attempt to solve the equation with conventional direct solvers such as
Gaussian elimination. Therefore, although the dimensionality of a problem at hand is reduced
by one, it is less computationally efficient than domain schemes. However, the proposed method
significantly reduces the human-labour cost of introducing geometric meshes in complex-shaped
structures, which is the main aim of a new class of computer methods, the so-called meshless
or element-free methods. Moreover, the computational efficiency of the Hybrid BNM can be
enhanced dramatically if it is combined with the Fast Multipole techniques [19].
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4. SOLUTION FOR POTENTIALS AND FLUXES

4.1. Potentials and potential gradients on the boundary

After solving Equation (38), the unknowns ¢ and 0 are ready for use to calculate the potential &
and normal flux ¢ on the boundary by using Equations (8) and (9), respectively. For evaluating
the potential gradients on the boundary, we use the following equation:

q ni np n3 q1
ou/dsy ¢ = | 0x1/0s1 0xp/0s1  0x3/0s1 q2 42)
ITHARYS 0x1/0sy 0xp/0sy Ox3/0sy q3

where n;, i =1,2,3, is the components of the unit outward normal vector to the boundary;
g; are potential gradients; 0x;/0sy, k=1, 2 can be obtained from Equation (1) and 0it/dsy are
calculated by

N
o/ 0sy = Z @y ity 43)
=1
in which ®;  is given by Equation (13). By solving Equation (42), we obtain the potential
gradients g; on the boundary.
4.2. Potentials and potential gradients at internal points

The potential # and the flux ¢ at an internal point, P, are evaluated by the traditional boundary
integral equations as follows:

oUu(Q, P) _
u(P)=f v, P dr — [ XL Goyar
r r on(Q)
U0, P) _
-y [ v pioa-y [ PP ioar (44)
panels /I'? panels JI'? on(Q)
ou(Q, P) _
qi(P>=/ v, Piydr— [ 2P zoyar
r r on(Q)
oU(Q, P) . SUQ. P)
- 0 dr — ~ 227 5(Q)dl 45
pane]s/rp ey 1ON 2L s Y )

where U(Q, P) is the fundamental solution with Q and P being the field point and source point,
respectively. ‘panels’ denotes the number of the panels which compose the whole boundary.
Since every panel is represented by a unit square in parametric space in Equation (1), the
integrations on each panel in Equations (44) and (45) can be performed easily. Here, we
develop an adaptive scheme to compute these integrals on a panel. In this scheme, we divide
the unit square into four equal quarters at first, (see Figure 3), then for each quarter, we
calculate the diagonal length, /, and the distance between the evaluation point and the centre
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(0.0, 1.0) (1.0, 1.0)

[T~/

Figure 3. Subdividing of a panel in parametric space corresponding to an evaluation point P.

of the quarter, d, in the real world-co-ordinate system. If [/ is smaller than d, this quarter is
taken as a regular integration patch, or it is further divided into four sub-quarters, and the
procedure goes on, until all patches become regular. Finally, using Gaussian quadrature for all
patches, we can evaluate the integrals in Equations (44) and (45) very accurately even when
the evaluation point is very close to the boundary. It should be pointed out that the patches are
not like the elaborately constructed elements in the BEM and FEM. They change for different
evaluation points and are very easily to compute, and just used for results recovery. So using
these patches does not affect the fact that the hybrid boundary node method is a truly meshless
method.

5. ILLUSTRATIVE NUMERICAL RESULTS

The current method has been tested thoroughly for three types of 3D geometrical objects: a
sphere, a cube and an elbow pipe. To compare the current method with the BNM, the former
two models are taken from Reference [20]. And the last one, a more geometrically complicated
one, is added to show the advantage of the truly meshless nature of the present method. In
order to assess the accuracy of the present method, the following three analytical fields are
used as the exact solutions of the above models:

(1) Linear solution

u=x+y+z (46)
(i) Quadratic solution
u=—2x>+y* 47 (47
(iii) Cubic solution
u=x>+y>+ 22 = 3yx? —3xz% — 3zy° (48)

In all cases, Laplace’s equation V2u =0 is solved, together with appropriately prescribed bound-
ary conditions corresponding to the above analytical solutions.

For the purpose of error estimation and convergence study, a ‘global’ L, norm error, nor-
malized by |u|max 1S defined as follows [9, 19]:

I
e= T X @® —u™)? (49)
i=1

2] max
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where |u|max 1S the maximum value of u over N sample points, superscripts (e¢) and (n) refer
to the exact and numerical solutions, respectively.

In all computations, unless indicated otherwise, the support size of the weight function,
dr in Equation (15), is taken to be 10.0k, with & being the minimum distance between the
neighbouring points, and the parameter c; is taken to be such that di /cr is constant and equal
to 5.0. The size of the local domain (radius r;) for each node is taken as a free parameter
whose value is to be optimized with the highest accuracy, and the parameter ¢; in Equation (25)
is taken to be such that rj/c; is constant and equal to 0.1. To carry out the integrations in
Equation (34), each of these local surfaces Iy are mapped into a unit circle in the parametric
space. This unit circle is further divided into 8 patches, 2 segments in radial direction and 4
segments in circumferential direction. In each patch, 3 x 3 G points are used for integration.

5.1. Dirichlet problem on a sphere

The example solved here is a potential problem, governed by Laplace’s equation, for a sphere
of radius 2 unit, centred at the origin. The usual spherical polar co-ordinates 0 and ¢ are used.
On the surface, 118 uniformly spaced nodes are used. In this example, the linear, quadratic and
cubic fields are tested. In each case, the Dirichlet boundary conditions corresponding to the
exact solutions have been imposed on the surface of the sphere. The relative errors (Equation
(49)) of u and its y derivative inside the sphere, denoted by DM-u and DM-q in the figures,
are evaluated over 11 sample points uniformly distributed from (0, 0,0) to (0, 1.99,0). The
relative errors of u and g (=0u/0n) on the surface, denoted by SF-u and SF-q in the figures,
are evaluated over 21 sample points uniformly distributed along the equator of the sphere
(0 <0< 2n). Results for various values of the sub-domain radius, r;, are shown in Figure 4.
From Figure 4, it is found that the optimal value of r; is 0.75h (where h is the minimum
distance of the node s; to its neighbouring nodal points). Figure 5 shows the numerical results,
together with their analytical solutions, of u and its y derivative along the radius from (0, 0, 0)
to (0,1.99,0). In the present implementation of the Hybrid BNM, it is appealing that high
accuracy can be achieved. By using Equations (44) and (45) to compute the potential and the
flux at internal points, the results are not sensitive to the proximity of the interior points to the
boundary. This observation is different from that of the results obtained by the Hybrid BNM
in 2D case [10] and by other hybrid boundary element methods [16].

To study the convergence of the present method, the cubic field has been tested on three
regular node arrangements: (a) 118 nodes, (b) 277 nodes and (c) 492 nodes. Figure 6 shows
the convergence of the potential and its y derivative inside the sphere. It can be seen that the
present Hybrid BNM has high rates of convergence.

5.2. Dirichlet and mixed problems on a cube

The case of the field for a 2 x 2 x 2 cubic domain governed by Laplace’s equation is presented
as the second example. The cube faces are x =+1, y==1 and z = %1, respectively. The cubic
polynomial, Equation (48), is considered as the exact solution. A Dirichlet problem is solved
for which the essential boundary conditions are imposed on all faces corresponding to the
exact solution, and a mixed problem for which the essential boundary condition is imposed
on faces z==1, the natural boundary condition is prescribed on faces x =41 and y==1.
10 x 10 nodes on each face are used.
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Figure 4. Relative errors of the Dirichlet problem on a sphere for various sub-domain radius, rj: (a) for
the linear field; (b) for the quadratic field; and (c) for the cubic field.

The relative errors of u and its x derivative inside the cube, denoted by DM-u and DM-q in
the figures, are evaluated by Equation (49) over 11 sample points uniformly distributed from
(0,0,0) to (0.99,0,0). Results for various values of r; for the Dirichlet and mixed problems
are shown in Figure 7. It is seen that the optimal value of r; is 0.8h.

Figure 8 shows the numerical result and the exact value of the z derivative of potential
along the diagonal of the face x =1 when different numbers of nodes are used. We observe
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Figure 5. Potential and its y derivative along the radius of the sphere (from (0, 0,0) to (0, 1.99, 0)).
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Figure 6. Relative errors and convergence rates for Dirichlet problem on a sphere.

that errors occur mainly at and near the corners. When the number of nodes increases, the
errors decrease. Anyway, this remains a subject of the further studies.

5.3. Dirichlet problem on an elbow pipe

In order to show the advantages of the truly meshless nature of the Hybrid BNM, a more
complicated geometry is also tested. The geometry and its main sizes are shown in Figure 9.
Three cases have been solved for which Dirichlet boundary conditions corresponding to the
linear exact solution (Equation (46)), the quadratic exact solution (Equation (47)) and the cubic
exact solution (Equation (48)), are imposed on all faces of the elbow pipe, respectively. In all
cases, 1560 nodes are used. The relative errors of u and x derivative inside the domain are
evaluated on 11 sample points uniformly spaced on an internal line segment from (0, 7.5, 0)
to (5,7.5,0). Figure 10 shows the relative errors for various values of sub-domain radius rj.
In Figure 10, we find that the optimal value of r; is 0.84. Numerical results for g along
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Figure 7. Relative errors of the Dirichlet and the mixed problems on a
cube for various sub-domain radius, ry.
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q3 (=0u/dz) along the diagonal of the face
x =1 using different node arrangements.

the middle ring (see Figure 9) with r; =0.8h, together with the exact solution, are shown
in Figure 11. The numerical results are in agreement with the exact solutions. It should be
pointed out here that the preparation of the input data for this problem is rather simple. We
need to define only 8 panels on the surface of the elbow pipe, and do not need any boundary
elements. The Hybrid BNM is flexible and convenient, and could be an important step toward
complete analysis automation.
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Figure 10. Relative errors of the Dirichlet problem on the elbow pipe for various sub-domain radius, r;.
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Figure 11. Normal flux, ¢, along the middle ring of the elbow pipe.

6. CONCLUSIONS

The hybrid boundary node method has been extended to solve potential problems in three
dimensions, and a general scheme of the MLS interpolation on a generic surface has been
developed in this paper. The Hybrid BNM is based on a hybrid model that involves three
types of independent variables, i.e. potentials and normal fluxes on the boundary and potentials
inside the domain. The domain variables are interpolated by the classical fundamental solutions
with the source points located on the boundary; and the boundary variables are approximated
by the MLS approximation. The advantages of the present method, when compared with other
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numerical methods, are as follows:

e Compared with the MLBIE and MLPG, the Hybrid BNM has the well-known dimension-
ality advantage of the BEM, e.g. for a 3D object, the nodal discretization is restricted
only to the 2D bounding surface of the body, and no internal nodes are needed.

e Compared with the conventional BEM, the Hybrid BNM is a meshless method, which
requires only a nodal data structure on the boundary, and hence simplifies the work of
preparing the input data considerably. To analyse a structure, one needs to define only
the panels which make up the boundary of the structure, no boundary elements have to
be constructed.

e Compared with the BNM, the Hybrid BNM is a truly meshless method. Absolutely no
cells are needed either for interpolation or integration purposes. All integrals can be easily
evaluated over regular shaped sub-domains (in general, semi-sphere in the 3D problem)
and their boundaries.

The Hybrid BNM has been verified through some numerical examples with known analytical
solutions. The appropriate size of the sub-domain radius has been investigated through compu-
tations for different geometries, boundary condition types and known analytical fields. It was
observed that the optimal values of the sub-domain radius were very close to each other in all
cases, and were between 0.75h and 0.8Ah.

Numerical results have demonstrated the accuracy and convergence of the present method.
The solution is accurate for the potentials and fluxes on the boundary and inside the domain.
High rates of convergence have been achieved. The serious ‘boundary layer effect’ in the
Hybrid BNM has been circumvented by an adaptive face integration scheme.

By coupling with the Fast Multipole Method, the Hybrid BNM may be able to solve large
complicated structures, such as nanotube based composites. This is planned in the near future.
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